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Abstract—A detector can be considered to be effectively lossy
if a pixel, the smallest optically sensitive unit of the detector,
internally exhibits a non-uniform response function that has a
quantum efficiency variation with an rms dispersion exceeding
an arbitrary level of 1%. Near-infrared astronomical cameras
based on lossy detectors can have large systematic errors inthe
measurement of total stellar flux if stellar images are under-
sampled. While this problem can be mitigated by oversampling
the stellar image, many near-infrared cameras are deliberately
undersampled in order to achieve a large field of view. The
combination of undersampling stellar images on lossy detectors is
currently diminishing the potential science return of someof the
near-infrared cameras onboard theHubble Space Telescope and
the Spitzer Space Telescope. Although the recorded stellar flux
can be corrupted by using detectors with significant effective
intrapixel quantum efficiency variations, it is still possible to
achieve excellent stellar photometry – if the image formation
process inside the detector is accurately modeled. During the past
year, I have worked with Spitzer Space Telescope’s Infrared Array
Camera (IRAC) Instrument Team to demonstrate that my NASA-
funded MATPHOT algorithm for precision stellar photometry
and astrometry using discrete Point Spread Functions can yield
an improvement in the precision of bright star stellar photometry,
obtained from IRAC Ch1 observations, of more than 100%
over the best results obtained with aperture photometry using
the recommended calibration procedures in the IRAC Data
Handbook. This collaborative effort will continue with the goal of
developing new calibration procedures for that have the potential
of significantly improving the precision of IRAC point-source
photometry. This effort is timely because IRAC Ch1 and Ch2
will be the only operational cameras available during the Spitzer
Warm Mission which is nominally scheduled to start about
April 2009 after all of the cryogen has been depleted. This
work was supported by grants from the Applied Information
Systems Research (AISR) Program of NASA’s Science Mission
Directorate.

I. I NTRODUCTION

Current near-infrared detector technology can produce
space-based astronomical imagers with non-uniform pixel re-
sponse functions. Large intrapixel quantum efficiency (QE)
variations can cause significant loss of stellar flux depending
on where a star is centered within the central pixel of the
stellar image. Reference [1] measured a peak-to-peak variation
of 0.39 mag at theJ band (F110W) and 0.22 mag atH band
(F160W) of the NIC3 camera of theHubble Space Telescope
(HST) NICMOS instrument [2], [3]. The peak-to-peak varia-
tion of∼0.2 mag at F160W with NIC3 has been independently

verified [4]. Significant flux loss due to non-uniform intrapixel
response functions is clearly an observational fact in some
existing space-based near-infrared astronomical cameras.

Even existing NASA-grade optical CCDs (charge coupled
devices) can have minor intrapixel QE variations across a
single pixel. Reference [1] found that theV -band (F555W)
Point Spread Function (PSF) of the WFC (Wide Field Camera)
of the HST WFPC2 instrument [5], [6] has a peak-to-peak
range of 0.030 mag and an rms dispersion of 0.008 mag; the
effect at theI band (F814W) is slightly better with a peak-to-
peak error range of 0.023 mag with a 0.006 mag dispersion.
This small but measurable variation of the quantum efficiency
within a WFC pixel is a contributing factor to the minimum
image-to-image photometric scatter of 0.01 mag that has been
found in dithered WFPC2 stellar observations (see, e.g., [7]–
[12] ).

NASA (National Aeronautics and Space Administration)
and ESA (European Space Agency) astrophysical mission
managers have a penchant for approving of camera designs
which use undersampled detectors on the focal plane in order
to achieve a wider field of view. Unfortunately, the analysis
of image data from cameras with undersampled detectors
is frequently problematical. Analysis difficulties are further
compounded when the detectors used in such cameras are
lossy.

A detector can be considered to be effectively lossy if
a pixel, the smallest optically sensitive unit of the detector,
internally exhibits a non-uniform response function that has a
quantum efficiency variation with an rms dispersion exceeding
an arbitrary level of 1%. By this user-centric definition, the
detectors in NIC3 camera of the NICMOS instrument are lossy
but the detectors used in the WFC cameras of the WFPC2
instrument are not.

This article describes how the precision of stellar photome-
try from an existing space-based near-infrared camera witha
lossy detector can be significantly improved by compensating
the apparent loss of stellar flux through modeling of the image
formation process within the detector. Section II describes
the role of Point Response Functions in the image formation
process. A photometric and astrometric perfomance model for
CCD stellar observations is given in Section III. The key
features of the MATPHOT algorithm for precision stellar pho-



tometry and astrometry with discrete (sampled) Point Spread
Functions are briefly outlined in Section IV. Observations of
a bright star obtained with Channel 1 of theSpitzer Space
TelescopeInfrared Array Camera (IRAC) instrument are de-
scribed in Section V and analyzed using aperture photometry
in Section VI and then MATPHOT photometry in Section VII.
Concluding remarks are given in Section VIII.

II. POINT RESPONSEFUNCTIONS

A Point Response Function (PRF),Ψ, of an astronomical
imaging system with a detector is the convolution of a Point
Spread Function (PSF),φ, and a Detector Response Function
(DRF), Λ :

Ψ ≡ φ ∗Λ . (1)

The PSF describes the two-dimensional distribution of pho-
tons from a starjust above the detector.Although stellar pho-
tons are distributed as a point source above the Earth’s atmo-
sphere, a stellar image becomes a two-dimensional distribution
as the stellar photons are scattered by atmospheric turbulence.
The blurred stellar image is then further degraded by passage
of the stellar photons through the combined telescope and
camera optical elements (such as mirrors, lenses, apertures,
etc.). The PSF is the convolution of all these blurring effects
on the original stellar point source.

The DRF is a two-dimensional discrete (sampled) function
that describes how the detector electronics convert stellar
photons (γ) to electrons (e−) — including such effects as
the diffusion of electrons within the detector substrate orthe
reflection (absorption) of photons on (in) the gate structures
of the detector electronics. A perfect DRF gives a PRF that is
a sampled versionof the PSF:

Ψi ≡
∫ xi+0.5

xi−0.5

∫ yi+0.5

yi−0.5

φ(x, y) dx dy , (2)

whereith pixel (px) of the PRF located at (xi, yi) is the volume
integral of the PSF over the area of theith pixel. The actual
limits of the above volume integral reflect the appropriate
mapping transformation of thex and y coordinates onto the
CCD pixel coordinate system.

The volume, V, of a PRF is, by definition, one or less:

V ≡
∫∫

(φ ∗Λ) dx dy ≡
∑

i

Ψi ≤ 1 , (3)

where the integration and summation are over all pixels which
are illuminated by the PSF. A PRF volume that is less than
one indicates that a loss of stellar photons has occurred during
the detection/conversion process within the detector.

The effective-background area,β, of a PRF is defined as
the reciprocal of the summation of the square of the PRF:

β ≡ 1
∑

i

Ψ2
i

. (4)

Physically,β can be thought of as the noise “footprint” (in
pixels) of a stellar image on the sky. The effective-background

area is an observing-efficiency metric (smallβ values are
better) that is used to make accurate predictions of the
photometric and astrometric performance limits of stellarob-
servations obtained with state-of-the-art astrophysicalimagers
with lossy detectors; this metric measures the combinationof
camera focus and detector efficiency: for any given detector,
the smallestβ values are obtained when the camera is focused
and, similarly, for any given focus, the smallestβ values are
obtained when the efficiency of the detector is maximized [13].

The S1 image sharpness parameter from the seminal paper
of Muller & Buffington [14] is the summation of the square
of the normalized PRF:

S1 ≡
∑

i

Ψ̃
2

i
≡
∑

i

(

Ψi

V

)2

≡ sharpness . (5)

Physically,S1 is a shape parameter that describes the “poin-
tiness” of a PRF;S1 values range from a maximum of one
(all of the stellar flux is found within a single pixel) to a
minimum of zero (a flat stellar image). For example, cameras
that are out of focus have broad PSFs withS1 values near zero.
A normalized Gaussian [15] PSF with a standard deviation
of σ pixels that has beenoversampledwith a perfect DRF
(where V=1) will have aS1 value of1/4πσ2. A critically-
samplednormalized Gaussian PRF (whereσ ≡ 1) thus has a
S1 value of1/(4π) and any PRF with aS1 value greater than
that value (∼0.0796) can be described as being undersampled.
The S1 image sharpness parameter has proven to be such a
useful image quality metric that one finds references to it in
the astrophysical literature where it is simply calledsharpness

without citing Muller & Buffington (see, e.g., Section 6.5.1of
[6] and Section 2.1 of [13] ).

Diffraction limited optics, theoretically, giveS1 values that
decrease (i.e., PSFs become flatter) with increasing photon
wavelength – for a fixed pixel (detector) size. With real
astronomical cameras, observedS1 values frequently depend
on where the center of a star is located within the central
CCD pixelof the stellar image. For example, theHST WFPC2
Planetary Camera PRF at a wavelength of 200 nm has an
observedS1 value of 0.084 if the PRF is centered in the
middle of a PC pixel or 0.063 if the PRF is centered on a pixel
corner (see Table 6.5 of [6]); at 600 nm the observedS1 values
range from 0.066 (pixel-centered) to 0.054 (corner-centered).
The Wide-Field Cameras of theHST WFPC2 instrument have
pixels which are approximately half the angular resolutionof
the PC camera pixels; WFC stellar images are undersampled
and the observed range ofS1 values are 0.102–0.120 at 200
nm and 0.098–0.128 at 600 nm.

The normalizedeffective-background area,̃β, of a PRF is
defined as the reciprocal of the summation of the square of
the normalized PRF; it is a focus metric which has an optimal
(minimum) value when a camera is in focus. The normalized
effective-background area of a PRF, also calledNoisePixels by
the IRAC Instrument Team (see, e.g., [16]–[19]), is equivalent
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to the inverse of theS1 image sharpness parameter:

β̃ ≡ 1
∑

i

Ψ̃
2

i

≡ β V2 ≡ 1

S1

≡ NoisePixels . (6)

A critically-sampled Gaussian PSF has a normalized effective-
background area value of4π (≈12.57) px; any PRF can
be considered to be undersampled ifβ̃ < 4π. Numerical
integration of a realistic ground-based stellar profile gives a
normalized effective-background area of30.8 σ2 instead of the
value of4π σ2 for a Gaussian profile with a standard deviation
of σ pixels [20].

III. PERFORMANCEMODEL

Consider a CCD observation of single isolated star on a
flat sky background. Assuming one already knows the PRF
of the observation at the location of the star, a simple model
of the observation would have just two parameters: the stellar
intensity (E) in electrons, and the observed background sky
level (B) in electrons. The observational model for theith

pixel would be
mi ≡ B + EVΨ̃i , (7)

where V is the volume integral of the PRF andΨ̃i is the value
of the ith pixel of thenormalizedPRF ( Ψ̃i ≡ Ψi/V ).

The upper limit for the photometric signal-to-noise ratio
(S/N) of a CCD observation of a single isolated star on a flat
sky can be estimated as follows:

S/N ≡ E
σE

≈ E
√

E
V

+ β

(

1 +
√

β/N
)2

σ2
rms

(8)

≈ E
√

E
V

+ β
(

1 +
√

β/N
)2
[

B + σ2
RON

]

(9)

where

σrms ≡

√

√

√

√

1

N

N
∑

i=1

σ2
i
≈
√

B + σ2
RON , (10)

N is the number of pixels in the observation,σi is the
measurement error (one standard deviation) of theith pixel,
the background sky is assumed to be a Poisson distribution
with a mean ofB electrons, andσRON is the rms readout noise
[13]. These approximations assume, for the sake of simplicity,
that any noise contribution due to dark current and quantization
noise is negligible. While these additional noise sources can
be added to create an even more realistic performance model
for stellar photometry, the assumption of low dark current
and minimal quantization noise is realistic for state-of-the-art
astronomical-grade CCD imagers. The resulting photometric
error is approximately

∆mag ≈ 1.0857

S/N
, (11)

where the constant1.0857 is an approximation for Pogson’s
ratio a≡5/ ln(100)=2.5 log(e) [21].

The lower limit of the rms measurement error for the stellar
X position of a CCD observation of a single isolated star on
a flat sky can be estimated as follows:

σX ≈

√

L2

EV

[

1 + 8π σ2
rms

L2

EV

]

(12)

≈

√

L2

EV

[

1 + 8π
(

B + σ2
RON

) L2

EV

]

(13)

where

L ≡

√

β̃

4π
=

1√
4π S1

(14)

is thecritical-sampling scale lengthof the PRF in pixel units
(px) [13]. By definition, the critical-sampling scale length of a
critically-sampled PRF imaged with a perfect detector is one
pixel; L > 1 indicates that the PRF isoversampled, while
L < 1 indicates that the PRF isundersampled.

The lower limit of the rms measurement error for the stellar
Y position of a CCD observation of a single isolated star on
a flat sky can be estimated, by symmetry, as follows:

σY = σX . (15)

IV. MATPHOT A LGORITHM

The MATPHOT algorithm for precise and accurate stellar
photometry and astrometry with discrete PSFs was described
in detail in reference [13]. The current C-language [22]
implementation of the MATPHOT algorithm works with user-
provided discrete (sampled) PSFs consisting of a numerical
table represented by a matrix in the form of a FITS image
[23]. Position partial derivatives are computed [24] usingthe
following five-point numerical differentiation formula,

f ′(xi)

≈ 1

12
[f(xi−2) − 8 f(xi−1) + 8 f(xi+1) − f(xi+2)] , (16)

from [25], and discrete PSFs are shifted [26] within an ob-
servational model using the following 21-pixel-wide damped
sinc function,

f shifted(x0)

≡
10
∑

i=−10

f(xi)
sin (π(xi − x0))

π(xi − x0)
exp

(

−
[

xi − x0

3.25

]2
)

, (17)

from the ZODIAC C library written by Marc Buie of Lowell
Observatory, which was specifically designed for use with 32-
bit floating numbers. Precise and accurate stellar photometry
and astrometry are achieved with undersampled CCD obser-
vations by using supersampled discrete PSFs that are sampled
2, 3, or more times more finely than the observational data.
Although these numerical techniques are not mathematically
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perfect, they are sufficiently accurate for precision stellar pho-
tometry and astrometry due to photon noise which is present
in all astronomical imaging observations. The current photo-
metric reduction code1 is based on a robust implementation
of the Levenberg-Marquardt method of nonlinear least-squares
minimization [27]–[30]. Detailed analysis of simulatedNext
Generation Space Telescope(NGST) observations demonstrate
that millipixel relative astrometry and millimag photometric
precision should be achievable with complicated space-based
discrete PSFs [13]. The MATPHOT algorithm achieves the
theoretical performance expectations [13] for accurate and
precise stellar photometry and astrometry described in the
previous section.

V. OBSERVATIONS

I analyzed 16 short (0.6 s) frames2 from a focus check
calibration on the K0-class star PPM 9412 (a.k.a. HIP 6378)
from Channel 1 (3.6µm) of the Infrared Array Camera (IRAC)
[19] onboard theSpitzer Space Telescope. The observation
was on 2003 October 8 UT, after all focus adjustments had
been completed. The locations of the star on the array were
distributed roughly evenly across a 4x4 pixel box near the
array center. The IRAC basic calibrated data (BCD) images
were retrieved from theSpitzer data archive with the kind
assistance of IRAC Instrument Team member Bill Glaccum.

VI. A PERTUREPHOTOMETRY

Square aperture photometry with a 21×21 pixel box cen-
tered on a star was performed using the interactive “m”
keyboard command of theimexaminetask of the IRAF data
reduction and analysis system [31], [32]. A 5.6% peak-to-peak
spread was seen in these square aperture flux measurements
(see Fig. 1).A nonrandom variation in flux is quite apparent
in these 16 IRAC Ch1 observations:the total stellar flux
measured is strongly correlated with the amount of flux found
in the central pixel (see Fig. 2).

Examination of the individual observations revealed that the
observations with the most stellar flux have stellar images that
are centered in the middle of a pixel while those observations
with the least stellar flux are centered on a pixel corner. This
effect, shown graphically in Fig. 3 (which is Fig. 5.1 of the
IRAC Data Handbook [33]), is due to the combination of
large quantum efficiency variations within individual pixels
and the undersampling of the Point Spread Function (PSF) by
the Detector Response Function (DRF). The loss flux is most
severe in Channel 1 (3.6µm) where the correction can be as
much as 4% peak to peak [33].

1All source code and documentation for MATPHOT and support software
are freely available at NOAO: http://www.noao.edu/staff/mighell/matphot

2Observations: ads/sa.spitzer#00068nnnnn where nnnnn is 75392, 76672,
76928, 77184, 77440, 77696, 77952, 78208, 78464, 78720, 78976, 79232,
79488, 79744, 80000, 80256.

Fig. 1. Square aperture photometry of IRAC Ch1 observationsof a single
bright star.

Fig. 2. Same data as in Fig. 1 but sorted by the flux value of the central
pixel of the stellar image.

Fig. 3. Figure 5.1 of the IRAC Data Handbook [33]. Dependence of point
source photometry on the distance of the centroid of a point source from the
nearest pixel center in channel 1. The ratio on the vertical axis is the measured
flux density to the mean value for the star, and the quantity onthe horizontal
axis is the fractional distance of the centroid from the nearest pixel center.
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This is the relevant extract from the IRAC Data Handbook
[33] :

The flux density of a point source measured from IRAC
images depends on the exact location where the peak of
the Point Response Function (PRF) falls on a pixel. This
effect is due to the variations in the quantum efficiency
of a pixel, and combined with the undersampling of
the PRF, it is most severe in channel 1. The correction
can be as much as 4% peak to peak. The effect is
graphically shown in Figure 5.1(see Fig. 3 of this article)
where the normalized measured flux density (y-axis) is
plotted against the distance of the source centroid from
the center of a pixel. The correction for channel 1 can
be calculated from

Correction = 1 + 0.0535×
[

1√
2π

− p

]

(5.14)

wherep is the pixel phase( p =
√

(x−x0)2+(y−y0)2 ),
where x, y, is the centroid of the point source and
x0 and y0 are the integer pixel numbers containing
the source centroid. The correction was derived from
photometry of a sample of stars, each star observed at
many positions on the array. The “ratio” on the vertical
axis in Figure 5.1 is the ratio of the measured flux
density to the mean value for the star. To correct the flux
of a point source, calculate the correction from Equation
5.14 and divide the source flux by that correction.
Thus, the flux of sources well-centered in a pixel will
be reduced by 2.1%. Pixel phase corrections for other
channels, if necessary, and after they have been more
accurately determined than currently, will be given in
future Data Handbook versions.

The application of the recommended radial flux correction
requires an accurate estimate of the position of the center of
the star. IRAF’simexaminetask can produce accurate centroid
estimates for circular aperture photometry but not for square
aperture photometry. So in order to apply the radial flux cor-
rection recommended by the IRAC Data Handbook, circular
aperture photometry was performed on the observations shown
in Fig. 1.

Circular aperture photometry centered on the star with a
radius of 10 pixels (px) was done using the interactive “a”
keyboard command of theimexaminetask of IRAF. A 5.3%
peak-to-peak spread was found in the raw circular aperture
flux measurements (see Fig. 4: open circles). Applying the
recommended Ch1 flux correction from the IRAC Data Hand-
book only slightly reduced the peak-to-peak spread to4.9%
(see Fig. 4: filled circles) .

Reducing the aperture radius to just 5 pixels does improve
the photometric precision; a4.5% peak-to-peak spread was
found in the raw circular aperture flux measurements (see
Fig. 5: open circles) which reduced to3.5% when the rec-
ommended Ch1 flux correction was applied (see Fig. 5: filled
circles).This is the best that aperture photometry can do with
the recommended radial correction.

Fig. 4. Circular aperture photometry with a radius of 10 pixels of the
observations shown in Fig. 1. The filled (open) circles show the corrected
(raw) flux values.

Fig. 5. Circular aperture photometry with a radius of 5 pixels. The filled
(open) circles show the corrected (raw) flux values.

VII. MATPHOT PHOTOMETRY

IRAC Ch1 PSFs are significantly undersampled by the
IRAC Ch1 camera [19]. A theoretical5× 5 supersampled
version of the IRAC PSF for the central region of Ch1
is shown in Fig. 6 [34]. Although the PSF appears to be
reasonable in the linear stretch(left graph), which emphasizes
the bright central core, the log stretch(right graph)shows the
numerous weak higher-spatial-frequency features of this very
complicated PSF.

Bill Hoffmann, an IRAC Instrument Team member at the
University of Arizona, made the first estimate [35] of the
intrapixel quantum efficiency variation across a single IRAC
Ch1 pixel:

intrapix =







0.813 0.875 0.875 0.875 0.813

0.875 1.000 1.000 1.000 0.875

0.875 1.000 1.000 1.000 0.875

0.875 1.000 1.000 1.000 0.875

0.813 0.875 0.875 0.875 0.813







.

Each element is the mean RQE (relative quantum efficiency)
value,relative to the center of the pixel, over a 0.2×0.2 pixel2
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area. Such a variation in QE across a pixel could be obtained
if photogenerated charges originating at a pixel edge are more
likely to recombine than charges originating near a pixel
center, because they must random walk further before being
collected. The QE variation is expected to be symmetrical
about the center of a pixel, since the InSb layer is opaque
over the bandpasses of Channels 1 and 2.

An experimental version of the MATPHOT stellar photome-
try code, called MPDZ, was developed to simulate and analyze
IRAC Ch1 observations [36]–[39]. MPDZ models the image
formation process within IRAC Ch1 by convolving the 5× 5
supersampled theoretical PSF for the central region of IRAC
Ch1 PSF shown in Fig. 6 with the above relative intrapixel
quantum efficiency (QE) variation map for IRAC Ch1.

Ten thousand IRAC Ch1 observations of a single star on
a flat background were simulated and analyzed with MPDZ.
Each stellar observation was simulated using the PSF shown
above; a star with an intensity of106 electrons was located
near the center of an field of 60× 60 pixels on a flat back-
ground of 100 electrons.

The horizontal axis of Fig. 7 shows the subpixel offset
(radial distance) the center of a star is from the middle of
the central pixel; stars centered near the middle of a pixel will
have small offset values while stars located near the corner
of a pixel will have offsets near 0.7 px. The vertical axis of
Fig. 7 shows the absolute flux ratio of the total fluxes divided
by the true flux of106 electrons. The light-grey points show
the observed (raw) absolute flux ratios and the dark points
show themeasuredabsolute flux ratios as reported by MPDZ.
Note that while the average stellar observation suffered an
absolute flux loss of about 9%, stars centered near the middle
of a pixel suffered, on average, an absolute flux loss of about
7% as compared to an absolute flux loss of about 11% for
stars centered near a pixel corner. It is important to note that
the vertical scatter seen in the observed flux ratios is not
random but systematic;a simple radial correction function
can only partially recover the lost flux.The measured absolute
flux ratios are clustered around unity and are not a function
of subpixel offset; the vertical scatter seen in the measured
absolute flux ratios is random. This experiment shows that
by modeling the image formation process within the detector,
MPDZ was able to able fully recover all of the stellar flux
lost due to the non-uniform IRAC Ch1 intrapixel quantum
efficiency variations.

The vertical axis of Fig. 8 shows the observed (raw) total
flux divided by the median observed total flux value of all
ten thousand stars. The median values of the box-and-whisker
plots (the central horizontal bar in each box) range from an
excess flux of about 2% for stars centered near the center of a
pixel to a flux deficit of about 2% for stars centered near the
corner of a pixel.One sees that even after the recommended
flux correction (thick line of right graph of Fig. 8) is applied,
an approximate3% peak-to-peak spread remains for many
observations — this explains almost all of the3.5% spread
seen in the right graph of Fig. 5!

Fig. 6. A theoretical 5×5 supersampled model of the IRAC PSF for the
central region of Ch1. The left (right) graph shows a linear (log) stretch; black
is high and white is low. Note the the numerous weak higher-spatial-frequency
features of this very complicated PSF.

Fig. 7. MATPHOT analysis of 10,000simulatedIRAC Ch1 observations:
observed (lower) versus measured (upper) flux ratios.

Fig. 8. MATPHOT analysis of 10,000simulatedIRAC Ch1 observations:
relative observed flux ratios compared with the recommended radial flux
correction (thick line) from the IRAC Data Handbook. Note how this figure
reproduces almost exactly the observed flux loss distribution seen in Fig. 5.1
of the IRAC Data Handbook [33].
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Fig. 9. MATPHOT observations of the observations shown in Fig. 1.

MATPHOT PSF-fitting photometry was performed on all
of the observations using MPDZ with the theoretical5× 5
supersampled IRAC Ch1 PSF shown in Fig. 6. The open
diamonds in Fig. 6 show a5.2% peak-to-peak spread in the
raw measured stellar flux values reported by MPDZ. The
upper-left image in Fig. 9 shows central portion of the first
IRAC Ch1 observation. The noiseless best-fit model of the
observation is shown in the upper-right image. The residuals
remaining after the best-fit model is subtracted from the
observation are shown in the lower-left image. The lower-
right image is the same as the residual image except that all
residuals within a radius of 5 pixels from the fitted center
of the star have been set to zero. All of these images are
displayed with the same negative linear stretch which was
chosen to emphasize the faint features of the stellar image.The
filled diamonds in Fig. 9 show a1.7% peak-to-peak spread;
these flux values are the combination of the raw measured
stellar fluxes (open diamonds) with the sum of all of residuals
(positive and negative) within a radius of 5 pixels from the
fitted center of the star.

MATPHOT with residuals (a.k.a.The Lost Flux Method
[38], [39] ) yields an improvement in photometric precisionof
more than 100% over the best results obtained with aperture
photometry with the recommended radial correction: from
3.5% peak-to-peak down to1.7%. Fig. 10 compares MAT-
PHOT photometry with residuals (FLUX8: filled diamonds in
Fig. 9) with the best corrected circular aperture photometry
(FLUX6: filled circles in Fig. 5). The errorbars plotted with
the FLUX8 values are the errors estimated by MPDZ for the
raw MATPHOT flux estimates (FLUX7: open diamonds in
Fig. 9).

We see that although the recorded flux of point sources
was corrupted by using lossy detectors with large intrapixel
quantum efficiency variations, it is possible to significantly
improve the precision of stellar photometry from observations
made with such detectors — if the image formation process
inside the detector is accurately modeled.

Fig. 10. MATPHOT versus circular aperture photometry.

A very interesting finding of this experiment is that even
though the MATPHOT-computed Point Response Functions
are not (yet) ideal matches to IRAC Ch1 stellar images,simple
aperture photometryof stellar observations obtained with
IRAC Ch1can be significantly improved by simply dividing the
measured aperture flux by the MATPHOT-computedvolume of
the PRFwhich is the convolution of the Point Spread Function
and the discrete Detector Response Function. Fig. 11 compares
the bestuncorrectedcircular aperture photometry (FLUX5:
open circles in Fig. 5) with those flux values divided by the
volume of the best-fit PRF computed by MPDZ. The resultant
peak-to-peak spread seen in the top graph of Fig. 11 is1.9%
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Fig. 11. Raw circular aperture fluxes corrected with MATPHOT-computed
PRF volumes.

which is just slightly worse than the1.7% spread from the
MATPHOT with residual results. This suggests thataperture
photometry from IRAC Ch1 observations could probably be
significantly improved by using a two-dimensional correction
function instead of using the radial correction function cur-
rently recommended in the IRAC Data Handbook.

The derivation of that two-dimensional correction function
would require a detailed analysis of a large number of dithered
IRAC Ch1 unsaturated stellar observations. Fortunately, hun-
dreds of suitable observations already exist in theSpitzer
data archive – many which were obtained during calibration
campaigns designed by the IRAC instrument team. Analyzing
these observations should enable us to accurately quantifyhow
flux loss may be a function of position within the field of
view of IRAC. Comparing this external research effort with
the work done by the IRAC Instrument Team should lead to a
better understanding of the underlying systematics of IRAC.

VIII. C ONCLUSION

Current near-infrared detector technology can produce
space-based astronomical imagers with non-uniform pixel
response functions. Large intrapixel quantum efficiency vari-
ations can cause significant loss of stellar flux depending
on where a star is centered within the central pixel of an
undersampled stellar image. This article showed how the
precision of stellar photometry from an existing space-based
near-infrared camera with a lossy detector can be significantly
improved by compensating the apparent loss of stellar flux by
accurately modeling the image formation process within the
detector.

Much more work remains to be done. However, the pos-
sibility of significantly improving the precision and accuracy
of space-based near-infrared stellar photometry appears to be
excellent. Mitigating the impact of flux loss problems seen
in state-of-the-art NASA-grade infrared detectors is still in
its early days. Hoffmann’s IRAC Ch1 intrapixel QE map
[35] was the first attempt by the IRAC Instrument Team to
quantify this effect. Derivation of the intrapixel QE map isan
iterative process due to the apparent centroid shifting caused
by the non-uniform QE variation across a pixel; given an
initial estimate of the intrapixel QE map, better positionsof
the input stellar images can then be determined, which, in
turn, enables a better measurement of the intrapixel QE map
to be made. A stretch goal of 1% photometric precision might
even be achievable with someexisting space-based cameras
using state-of-the-art near-infrared detector technology – if the
cameras are sufficiently electronically quiet and stable.

Planning is underway for the post-cryogenic (“warm”) op-
eration of theSpitzer Space Telescopewhich will start around
April 2009 after all of the liquid helium has been depleted.
Only channels 1 and 2 (3.6 and 4.5 microns) of the Infrared
Array Camera will be operational at full sensitivity at that
time – providing an unmatched sensitivity from 3 to 5 microns
until the James Webb Space telescope is launched. The other
channels of all remaining instruments will not operate at
the elevated temperatures (25-30K) that the spacecraft will
experience during its warm mission phase.

During the past year, I have worked with IRAC Instrument
Team to demonstrate that my NASA-funded MATPHOT al-
gorithm for precision stellar photometry and astrometry using
discrete Point Spread Functions can yield an improvement in
the precision of bright star stellar photometry, obtained from
IRAC Ch1 observations, of more than 100% over the best
results obtained with aperture photometry using the recom-
mended calibration procedures in the IRAC Data Handbook.
This collaborative effort will continue with the goal of devel-
oping new calibration procedures for IRAC Ch1 and Ch2 that
have the potential of significantly improving the precisionof
IRAC point-source photometry. This timely research effortis
intended to not only enhance the science return of existing
IRAC Ch1 and Ch2 observations in the Spitzer data archive
but also those that will be made during the Spitzer Warm
Mission.
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