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Abstract

We present results of a research effort into the application of semantic web methods and technologies to address the challenging problem of integrating data from heterogeneous sources - in particular from volcanic and atmospheric chemistry data in support of assessing a particular science question: what are measureable atmospheric effects of of a volcanic eruption. The introduction of formal semantics in our methods and into the implemented technical infrastructure allows scientists to ask measurement based questions and retrieve relevant data rather than issuing instrument and data product specific oriented searches, often requiring very detailed and customized knowledge that is rarely replicable. One of the underlying principles is that scientists and non-scientists should not be forced to learn complex details of the data product naming and schema, other people’s naming vocabularies, schemes and syntax decisions and myriad details of differing web site interfaces. The volcano eruption scenario exemplifies many of these challenges. In this paper we present the key methods, knowledge representation requirements, how the underlying data is associated with the smart search and integration and comment on extensibility and applicability to other Earth science application areas.
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1. Introduction

Increasingly scientists and non-scientists are addressing interesting problems using distributed information products and data resources from a variety of disciplines.

To ground this work in a relevant and specific example, we describe a use case as follows: When a volcano erupts, there is a sequence of events and impacts that is diverse and complex. The characteristics of an eruption; size, type and duration all influence the effect on the local, regional, and global atmospheric environment. These effects range from diminished air quality, hazards for human health and ground and air transportation to effects on atmospheric composition and radiative blanketing, leading to medium-term climate forcing. The contributions come from the smoke and ash, ejected gases, scattering and numerous other processes. The location of the volcano (latitude and longitude) as well as its tectonic setting on land or undersea also are factors. There are an increasing number of online repositories of scientific data information related to volcanoes, their present and past activity and both direct and proxy measurements of the nature of their impact.

While numerous sources of monitoring and retrospective data are available which represent measurements of the abovementioned quantities they are presently stored in heterogeneous and highly distributed repositories. To realize the goal of integration of many of these diverse sources of data to address specific aspects of the volcano eruption scenarios we need to ad-
dress many factors concerning access to and interoper-
ability of the online scientific data.

This work is aimed at providing scientists with the
option of describing what they are looking for in terms
that are meaningful and natural to them, instead of
in a syntax (e.g. specific instruments from specific
missions and discipline areas) that may not be. The
goal is not simply to facilitate search and retrieval,
but also to provide an underlying framework that con-
tains information about the semantics of the scien-
tific terms used. These capabilities are expected to
be used by scientists who want to do processing on the
results of the integrated data, thus the system must
provide access to how integration is done and what
definitions it is using. The missing elements in previ-
ous systems in enabling the higher-level semantic inter-
connections is the technology of ontologies, ontology-
equipped tools, semantically aware interfaces between
science components, and explanations of knowledge
provenance. We present the current results of a project
titled: Semantically-Enabled Science Data Integra-
tion (SESDI) [1] which uses semantic technologies to
integrate data between these two discipline areas to
assist in establishing causal connections as well as ex-
ploring as yet unknown relationships.

We use as starting points, many elements of se-
mantic web methodologies and technologies which are
based on our developments for the Virtual Solar-
Terrestrial Observatory (VSTO; [11, 2, 10]). This work
created a scalable environment for searching, integrat-
ing, and analyzing databases distributed over the In-
ternet required a high level of semantic interoperability
and has implemented a semantic data framework built
within a Java-Tomcat servlet engine and made avail-
able via a Spring-based web portal and SOAP/WSDL
[5] web services (for details on the VSTO see later ref-
ences herein).

We also take advantage of significant experience
with ontology packages and data registration from the
Geosciences Network (GEON) [6]. Our present ontol-
ogy developments involved some new material as well
as iterations and augmentations of a background do-
main ontology: the Semantic Web for Earth and Envi-
ronmental Terminology (SWEET) [7].

In this paper we present the needed paradigm shift,
the specific application use case, our methodologies and
details on how we mediate the data integration task
before concluding and presenting ongoing work.

2. Changing the paradigm

What is the problem? Scientists only use data from
a single instrument because it is difficult to access, pro-
cess, and understand data from multiple instruments.
A typical data query might be:

- “Give me the temperature, pressure, and water
  vapor from the AIRS instrument from Jan 2005
to Jan 2008”
- “Search for MLS/Aura Level 2, SO2 Slant Column
  Density from 2/1/2007”.

This type of query is typical in present data environ-
ments: if you know exactly what you want and do not
care about anything else, it is mostly possible to find
it. Increasingly, this situation is uncommon and less
user needs are being met.

What is a solution? Using a simple process, the
work developed and presented here allows data from
various sources to be registered in semantically mean-
ingful way (i.e. to an ontology), so that it can be easily
accessed and understood across disciplines and diverse
data holdings. Scientists (unknowingly) use only the
ontology components that relate to their data. A more
understandable query might look like:

- “Show all areas in California where sulfur dioxide
  (SO2) levels were above normal between Jan 2000
  and Jan 2007”.

This query will pull data from all available sources reg-
istered to the ontology and allow seamless data fusion.
Because the query is measurement related, scientists do
not need to understand the details of the instruments
and data types.

3. Use Cases

In keeping with our developed methodology (next
section) we have developed several underlying use cases
[8] for an initial application of data integration to vol-
cano eruption-atmosphere impacts. A typical expres-
sion of this use case is: “determine the statistical signa-
tures of both volcanic and solar forcings on the height
of the tropopause”.

This specific science template is motivated by the
more general research direction of looking for indicators
of the fall out of volcanic eruptions that may create
changes in the atmosphere. The statistical signatures
are such indicators, and the tropopause being between
the troposphere and stratosphere and sensitive to the
temperature gradient in the atmosphere.
A schematic of the use case is shown in Fig. 1 which indicates some of the important terms, concepts, processes (and eventually underlying data) we need to represent.

4. Methodology

We apply semantic web methodologies in pursuit of the above-mentioned objectives. These methods include the development and elaboration of use cases (user scenarios) with significant science/subject matter and data expert involvement. In our project those experts are in volcanoes, plate tectonics, and atmospheric effects in response to forcings. We convene small workshop groups along these topic lines and start with use cases and elements of the existing vocabularies and/or ontologies where available and develop the knowledge representation using an interactive concept mapping tools (CMap from IHMC: http://cmap.ihmc.us/coe) that is capable of reading and writing OWL-based ontologies and provides OWL predicate assistance when users are adding relations between concepts (e.g. is-a, has, disjoint, etc.). The starting points going into these workshops and their nominal end-points (although not the end product) are recorded in concept map form as intermediate artifacts.

Our data integration effort depends on machine processable specifications of the science terms that are used in the disciplines of interest. Based on our starting points for ontologies as well as those we are re-using, we have identified specific ontology modules that needed construction in the areas of volcanoes, plate tectonics, atmosphere, and climate. We bring together a small group of domain experts and science ontology experts with a goal of generating an initial ontology containing the terms and phrases typically used by these experts. We use our task of researching the impact of volcanoes and global climate to focus the discussions to help determine scope and level of granularity.

The overall methodology we employ is denoted schematically in Fig. 2 beginning with use case(s), the small team (eluded to above), analysis of the use case, modeling and ontology development using available tools and then expert review. After that we adopt suitable technical approach(es) and specific technical infrastructure (leveraging existing work to the extent possible) and rapidly develop and deploy something that can be tested, evaluated and then iterated upon; revisiting the full methodology cycle.

5. Mediating the Data Integration

The result of applying the methodology up to and including iteration on the science expert review resulted in the application specific ontology packages indicated in Figure 4. We show a portion of the key important concepts and relations for detection and attribution of the present use case in the concept map in Fig. 3.

In relation to climate effects there are atmosphere layers and atmosphere layer boundaries that are part of climate. These concepts have subclasses such as
Figure 3. An excerpt of the most recent version of the atmosphere/climate concept map with specific integration concepts that are motivated by the use case (detection and attribution).

...troposphere and tropopause (respectively) and each has properties such as lower and upper boundary heights. In the center of the figure is the concept of the Tropopause (which is a atmospheric layer boundary) which has at least two properties; lower and upper boundary height, i.e. the signature of volcanic eruption forcing which is of interest in the use case.

Also of note is the indication that an atmospheric layers have primary substances, which include atomic constituents of the atmosphere (carbon, nitrogen, oxygen, and so on) as well as aerosols and contaminants - examples are SO$_2$, NO$_x$, ash, etc. We contributed new modules and expanded terms and concepts for the SWEET ontology in the case of the solid earth environment as well as adding relations to the atmospheric concepts; a key point for our application.

Ultimately, it is compounds such as SO$_2$ concentration that are measured and are were the answers (data) to queries such as that given in Section 2 are to be found.

5.1. Packaging the Ontology and Services

For the ontology development we utilize a modular approach (which is considered best-practice in the semantic web methodology community). Thus as we developed the classes and sub-classes in the volcano, plate tectonics and atmosphere ontologies, we associated them with one of the ontology modules indicated in the Fig. 4, which is a schematic of our approach the present application and indicates how we leverage/import many other ontologies.

Figure 4. High-level concept map indicating how a statistical application makes use of the data, any filters (e.g. restrict attention to geochemical measurements or to volcanoes, see later for details), and the underlying knowledge base, i.e. ontologies.

Figure 5. Expanded view of Fig. 4. See text for details.
Note in Fig. 5, the ontology package directly connected to the application contains only the relating concepts needed for the data integration and imports fundamental terms and concepts from SWEET, VSTO (for instruments, data, etc.) and GEON (for planetary specific concepts). VSTO has a flexible and re-usable ontology that we have extended with instrument subclasses, instances and measured parameters relevant to the application areas of volcano and climate. We also import modules from solid earth concepts from the GEON project and substantial components from the newly modularized α-version 2.0 of SWEET (Raskin, private communication; soon to be published). The detailed discussion of each of the imported modules will be presented in a later paper.

5.2. Data Registration

As noted above, the next key element in semantic data integration is associating the semantic terminology with the relevant data sources. One of the Geosciences Network [6] project’s contributions has been a three step view of registering data [12] to enable discovery, access, and integration of heterogeneous data resources. Such a registration involves associating discovery, inventory and item/detail level metadata with the underlying datasets as a service that may be accessed from a data portal or invoked as a web service. The service generates registration metadata to facilitate inventoring, discovery, federation and integration of independent, heterogeneous data resources. Registering a data resource with a registration service does not require or imply that the data themselves are stored at a centralized location - though they could be.

The 3-step approach consists of:

1. Metadata Registration, where basic metadata about a resource is registered with the system. Metadata registration enables discovery of resources.

2. Schema registration, where schema elements of structured data resources are registered to an ontology, or a standard schema. Schema registration creates an inventory of resources with syntactic and structural descriptions of resources, and permits semi-automated integration of data across resources.

3. Data Item Registration, where individual data values in a data resource are registered to ontologies. With data item registration it is possible to provide very powerful data search engines and automated integration of data across heterogeneous resources.

Our adaptation of this procedure has been implemented in a new desktop application called SEDRE - Semantically-Enabled Data Registration Engine. Each of the three stages is driven by casting the use case stated above in terms of an actual data provider wishing to register their data. Most importantly, the way data providers think about their data, i.e. how to classify it according to the three levels, differs between disciplines (e.g. volcano geochemistry and atmospheric chemistry in our example here). To capture these differences within the SEDRE application we model the discipline specific registration using a concept modeling approach which we use to create in declarative form, a data registration ontology (see Fig. 6). Thus, instead of forcing a common and unfamiliar registration method, we may accommodate the differences within one application. The concept map in Fig. 6 highlights the way solid-earth researchers think about classifying their data. E.g. the first level could be Petrology (or a sub-discipline of it), then Rock, and then the type of Rock, and then, the specifics of the data measurement. In our example, it is Geochemical, Gas (NeutralGas), and then the data for SO2. We also use an ontology for atmospheric data set (e.g. chemistry) registration (not shown here).

We have registered a series of volcanic geochemistry and atmospheric chemistry data sets. An example of the volcano data registration is shown in Figs. 7-8 for a dataset in spreadsheet form from the Kilauea east rift zone (Hawaii Volcano Observatory). We omit the example of atmospheric data registration here but examples are MLS (Microwave Limb Sounder) on NASA AURA mission (level 2; swath) and the ESA SCIAMACHY (SCanning Imaging Absorption Spectrometer for Atmospheric CHartographY, also level 2) mission.
Figure 7. Screen capture of initial stage of volcano geochemical dataset registration.

Figure 8. Screen capture of intermediate stage of volcano geochemical dataset registration.

Figure 9. Schematic of the VSTO data framework applied to the current use case. Note the loading of the SESDI ontology and leveraging existing distributed data (and where needed, metadata) sources.

5.3. Leveraging the VSTO data framework

The Virtual Solar-Terrestrial Observatory [11, 2, 10] has developed a production semantic data framework in support of the solar, solar-terrestrial and space physics observational communities. Fig. 9 is schematic of the high-level organization of the VSTO framework applied to the present use case. This figure displays how we have been able to immediately...
leverage the VSTO framework (this diagram is a direct copy of the VSTO implementation with the solar-terrestrial-specific ontology and data sources replaced by the appropriate volcano and atmospheric ontologies and data/catalog sources). The primary addition is the Feature and Event classes, which are required to represent volcanoes, and eruptions, for example. This means the software built to support the VSTO application is re-used with new ontologies loaded and service classes added to communicate with the existing data sources. Note that we also re-use packages from the VSTO ontology, populated with instruments, etc. specific to the domain application (as noted earlier).

6. Discussion and Conclusion

We have presented and discussed the important elements required in addressing the needs of integrating inter-disciplinary data from diverse sources. We have outlined and given examples of our semantic web methodology, tools and processes we use, and the ontologies we have developed and re-used. They key element of registering data to the underlying semantics is now reaching a much more mature stage of development and is undergoing user testing. In future papers we will present evaluations of this (and other) use of our tools.

We have found numerous benefits from using the semantic web approach in our efforts to share and integrate information.

- We are substantial reducing the number and extent of ontologies we need to develop due to the modularizing/packaging approach.
- We are significantly re-using ontologies developed by others.
- We are leveraging implementations of semantic infrastructure.
- We are finding that the upper level ontology classes, such as instrument and instrument properties are providing an excellent foundation for inheritance and expansion. One experience we had was convening the volcano ontology knowledge acquisition session and finding that we only needed to minimally expand our instrument ontology that was developed for solar and solar terrestrial physics. While of course we needed to add a few new instruments, we did not find the need for new properties nor new classes. The same experience was repeated in the plate tectonics ontology meeting and it was repeated again for the larger atmosphere ontology effort.
- Since the concepts and relations specific to the interdisciplinary domains are loaded selectively (by design) we believe that the ontology package approach is applicable among numerous disciplines and applications. In the latter phase of the current project, we will test this assertion by integrating data from solar radiation and climate response, and also by the three-way test of volcano and solar forcings signatures on the atmosphere.

Finally we move forward in this work, we plan to make the SEDRE application available for data providers to download and use to register their datasets. For implementing the use cases, in addition to utilizing the VSTO framework, we plan to work towards utilizing the the DIA engine developed by the GEON project [13, 14, 15] which is a Web services-based infrastructure for the Discovery, Integration, and Analysis (DIA) of geoscience data, tools, and services. DIA provides a collaborative environment for a data manager, and/or scientists to share their resources (e.g., geochemical data, filtering services, etc.). DIA is designed to work with the three level registration procedure we have adopted.
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